
การจําแนกกลุมตวัแปรดวยเทคนิค  Factor Analysis 

มุกดา     อาลีมนีทร 

Factor Analysis  หรือ  การวิเคราะหปจจัย  หรือบางครั้งเรียกวาการวิเคราะหตัวประกอบ  เปนวิธีการทาง 
สถิตทิี่พยายามจัดกลุมตัวแปรที่มีความเก่ียวของสัมพันธกันใหอยูในกลุมเดียวกัน  ทําใหการศึกษาเกี่ยวกับตัวแปรมี 
ภาพลักษณที่เดนชดั  โดยลดจํานวนตัวแปรใหนอยลง  และทราบคาน้ําหนักของตัวประกอบในตัวแปรแตละตัว 
ลักษณะเดนของตัวแปรและการจัดกลุมตัวแปร  ซึ่งเกิดจากความสมัพันธระหวางกันของตัวแปร  ทําใหทราบ 
โครงสรางแบบแผนของขอมูลและปจจัยรวมของตัวแปรตลอดจน  คาน้ําหนักแตละตัวประกอบที่ไดจากคาของตัว 
แปรดวย 

วัตถุประสงคของเทคนคิ  Factor Analysis 
วัตถุประสงคในการวิเคราะหองคประกอบมี  2  ประการคือ 
1.  เพื่อสํารวจหรือคนหาตัวแปรแฝงทีซ่อนอยูใตตัวแปรที่สังเกตหรือวัดได  เรียกวา  การวิเคราะห 

องคประกอบเชิงสาํรวจ  (Exploratory factor analysis) 
2.  เพื่อพิสูจน  ตรวจสอบหรือยืนยันทฤษฎทีี่ผูอ่ืนคนพบ  เรียกวา  การวิเคราะหองคประกอบเชิงยืนยัน 

(Confirmatory factor analysis) 

ประโยชนของเทคนคิ  Factor Analysis 
1.  เพื่อลดจํานวนตัวแปร  โดยการรวมตัวแปรหลาย ๆ  ตัวใหอยูในปจจัยเดียวกัน  ปจจัยที่ไดถือวาเปน 

ตัวแปรใหม  ทีส่ามารถหาคาขอมูลของปจจัยที่สรางข้ึนได  เรียกวา  Factor  Score  จึงสามารถนําปจจัยดงักลาวไป 
เปนตัวแปรสําหรับการวิเคราะหทางสถิตติอไป  เชน 

การวิเคราะหความถดถอย  และสหสมัพันธ  (Regression  and  Correlation  Analysis) 
การวิเคราะหความแปรปรวน  (ANOVA) 
การทดสอบสมมติฐาน  t-test, Z-test 
การวิเคราะหจําแนกกลุม  (Discrimanant  Analysis)  เปนตน 

2.  ใชในการแกปญหาการทีต่ัวแปรอิสระของเทคนิคการวิเคราะหความถดถอยมีความสมัพันธ 
(Multicollinearity) 

3.  ทําใหเห็นโครงสรางความสมัพันธของตัวแปรที่ศึกษา  เนื่องจากเทคนิค  Factor  Analysis  จะหาคา 
สัมประสทิธ์ิสหสมัพันธ  (correlation)  ของตัวแปรที่ละคูแลวรวมตัวแปรที่สมัพันธกันมากไวในปจจัยเดียวกัน  จึง 
สามารถวิเคราะหถึงโครงสรางที่แสดงความสมัพันธของตัวแปรตาง ๆ  ที่อยูในปจจัยเดียวกันได 

4.  ทําใหอธิบายความหมายของแตละปจจัยได  ตามความหมายของตัวแปรตาง ๆ  ที่อยูในปจจัยน้ัน  ทํา 
ใหสามารถนําไปใชในดานการวางแผนได 

ข้ันตอนการวิเคราะหของเทคนคิ  Factor Analysis
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การนําเทคนิค  Factor  Analysis  ไปวิเคราะหขอมูลเพื่อจัดกลุม  หรือจําแนกกลุมตัวแปรแบงเปน  4 
ข้ันตอน  ดงันี ้

ข้ันท่ี  1  การสรางเมทริกซสัมประสิทธิส์หสัมพันธของตัวแปรทุกคู  (Correlation matirx) 
ในข้ันแรกนี้จะมีการพิจารณาความสัมพันธของตัวแปรทุกคูโดยใชคาสัมประสิทธ์ิสหสมัพันธ 

1.  ถาคาสัมประสทิธ์ิสหสัมพนัธของตัวแปรคูใดมีคาใกล  +1  หรือ  -1  แสดงวาตัวแปรคูนั้นมี 
ความสัมพันธกันมากควรอยูใน  Factor  เดียวกัน 

2.  ถาคาสัมประสทิธ์ิสหสัมพนัธของตัวแปรคูใดมีคาใกลศูนย  แสดงวาตัวแปรคูนั้นไมมี 
ความสัมพันธกันหรือสัมพนัธกันนอยมากควรอยูคนละ  Factor 

3.  ถาตัวแปรที่ไมมีความสัมพนัธกับตัวแปรอ่ืน ๆ  หรือมีความสมัพันธกับตัวแปรอื่นๆ ทีเ่หลือนอย 
มาก  ควรตัดตัวแปรนั้นออกจากการวิเคราะห 

ข้ันท่ี  2  การสกัดปจจัย  (Factor  Extraction) 
วัตถุประสงคของการสกัดปจจัย  คือการหาจํานวน  Factor  ที่สามารถใชแทนตัวแปรทั้งหมดทุกตัวได 

วิธีการสกัดปจจัยมหีลายวิธี  ในที่นี้จะกลาวถึงวิธี  Principal Component Analysis : PCA  ซึ่งเปนวิธีที่นิยมมากที่สดุ 

Principal Component Analysis  หรือในที่นีเ้รียกยอๆ  วา  PCA  เปนเทคนิคทีม่ีวัตถุประสงคที่จะนํา 
รายละเอียดของตัวแปรทีม่ีจํานวนตัวแปรมาก ๆ  มาไวในปจจยัที่มเีพียงไมก่ีปจจัยโดยจะพิจารณาจากรายละเอียด 
ทั้งหมดจากแตละตัวแปร 

ในการวิเคราะห  PCA  จะสราง  Linear combination  ของตัวแปร  โดยที่ 
Factor  ที่  1  จะเปน  Linear combination  แรกและมีรายละเอียดจากตัวแปรมากที่สดุ  หรือกลาวไดวา 

มีคาแปรปรวนสูงสดุ 
Factor  ที่  2  ก็เปน  Linear combination  ของตัวแปรเชนกัน  และสามารถนํารายละเอียดทีเ่หลืออยู 

มากทีส่ดุจากตัวแปร  โดยที่  Factor  ที่  2  จะตองตั้งฉาก  (Orthogonal)  กับ  Factor  แรก  หรือกลาววา  Factor  ที่ 
2  ไมมีความสมัพันธกับ  Factor  ที่  1  ซึ่งเปนการแกปญหาการเกิด  Multicollinearity 

Factor  ที่  3  เปน  Linear combination  ของตัวแปรเชนกัน  ไมมีความสมัพันธกับ  Factor  ที่  1  และ 
2  และสามารถนํา  Information  ที่เหลือจากตัวแปรไดมากทีส่ดุ 
… 
ในทํานองเดียวกัน  การสราง  Factor  ที่  4 , 5 , … ก็ใชหลักเกณฑดังที่กลาวขางตน 

ในข้ันที่  2  นี้จะทําใหสามารถประมาณคา  Factor Loading  ได  แลวใช  Factor Loading  ในการพิจารณา 
วามตีัวแปรใดบางที่ควรจะอยูใน  Factor  เดียวกัน  ในแตละ  Factor  ใหพิจารณาคา  Factor Loading  ของแตละตัว 
แปร  ถา  Factor Loading  ของตัวแปรใดมีคามาก  (เขสู  +1  หรือ  -1)  ควรจัดตัวแปรนั้นอยูใน  Factor  นั้น  ในบาง 
กรณีคา  Factor  loading  มีคากลาง ๆ  ทาํใหไมแนใจวาควรจัดตัวแปรไวใน  Factor  ใด  ก็ควรจะทําการหมุนแกน 
ดังจะไดกลาวตอไปในข้ันที่  3 

ข้ันท่ี  3  การหมุนแกนปจจัย  (Factor Rotation)
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ดังไดกลาวแลวในข้ันที่  2  วากรณีที่คา  Factor loading  มีคากลาง ๆ ทําใหไมสามารถจัดตัวแปรวาควรอยู 
ใน  Factor  ใดไดนั้น  จะตองทําการหมุนแกน  ดงันั้นวัตถุประสงคของการหมุนแกนปจจัยคือ  เพ่ือทาํใหคา  Factor 
loading  ของตัวแปร มีคามากข้ึนหรือลดลงจนกระทั่งทําใหทราบวาตัวแปรน้ันควรอยูใน  Factor  ใด  หรือไมควร 
อยูใน  Factor  ใด 

วิธีหมุนแกนปจจัย 
วิธีการหมุนแกนปจจัยมี  2  วิธีใหญ ๆ  คือ 
1.  Orthogonal  Rotation 

เปนการหมนุแกนปจจัยไปแลวยังคงทําให  Factor  ตั้งฉากกัน  หรือเปนอิสระกันแตทาํใหคา  Factor 
loading  เพิ่มข้ึนหรือลดลง 

2.  Oblique  Rotation 
เปนการหมนุแกนปจจัยไปในลักษณะที่  Factor  ไมตั้งฉากกัน  หรือ  Factor  ไมเปนอิสระกันนั่นเอง 

ข้ันท่ี  4  การคํานวณคา  Factor Score 
เมื่อสามารถจัดตัวแปรที่มีอยูจํานวนมากเหลือเปนกลุมตัวแปรไมก่ีกลุม  สามารถคํานวณหาคา  Factor 

score  ของแตละ  case  ได  เชน  ถามี  2  Factor  ก็สามารถคํานวณหาคา  Factor score  ของทั้ง  2  Factor  ได  และ 
ถือวาทั้ง  2  Factor  เปนตัวแปรใหม  ที่นาํไปวิเคราะหตอไปได 

เง่ือนไขของเทคนิค  Factor Analysis 
1.  Factor  (F)  และ  error  (e)  ในสมการจะตองเปนอิสระกัน 
2.  ตัวแปรควรเปนตัวแปรเชิงปรมิาณ  และกรณีที่มตีัวแปรเชงิกลุมผสมอยูดวย  จะตองเปล่ียนตัวแปรเชิง 

กลุมใหอยูในรูปตัวแปรเทียม  (Dummy variable) 
3.  ความสัมพันธระหวาง  Factor  และตัวแปรอยูในรูปเชิงเสน  (Linear)  เทานั้น 
4.  สําหรับเทคนิค  Principal  component analysis  ตัวแปรแตละตวั  หรือขอมูลไมจําเปนตองมีการแจก 

แจงแบบปกต ิ แตถาตัวแปรบางตัวมีการแจกแจงเบคอนขางมาก  และมีคาผิดปกติ  (Outlier)  ผลลัพธ 
ที่ไดอาจจะไมถูกตอง 

5.  จํานวนขอมูล  (case)  ควรมากกวาจํานวนตัวแปร  ซึ่งมักมีคําถามวาควรมากกวาก่ีเทา  บางครั้งจะ 
พบวาตองการใหจํานวนขอ  (case)  มากกวาจํานวนตัวแปรอยางนอย  10  เทา 

คําสั่งของ  SPSS  for  Windows  สําหรับเทคนคิ  Factor Analysis 

Analyze  ð  Data Reduction  ð  Factor …
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ภาพประกอบ  1 
จะปรากฏหนาตาง 

ภาพประกอบ  2 
ภาพประกอบ  2  ประกอบดวย 

Variables  ตัวแปรที่อยูใน  box  นี้ควรเปนชนดิตัวเลข  โดยตองเลือกตัวแปรใสใน  box  ของ 
Variables  อยางนอย  2  ตัว 
เลือกปุม  Descriptives …  จะปรากฏหนาตาง 

ภาพประกอบ  3 
ภาพประกอบ  3  มี  2  สวนดังนี้ 

สวนที่  1 : Statistics  ซึ่งผูใชสามารถเลือกทางเลือกตาง ๆ  ไดดังนี้



5 

Univariate descriptive  จะแสดงจํานวนขอมูล , คาเฉล่ีย  และคาเบี่ยงเบนมาตรฐานของตัว 
แปรแตละตัว 
Initial solution  จะแสดงคา  initial  communalities,  eigenvalue  และ  percentage of vareance 
explained 

สวนที่  2 : Correlation  Matrix  ซึ่งมทีางเลือกตอไปนี ้
Coefficients  จะใหคาเมทริกซสัมประสทิธ์ิสหสมัพันธของตัวแปรทุกคู 
Significance levels  เมื่อเลือกทางเลือกนี้  ผลลัพธจะแสดงคา  one-tailed  significance level 
ของการทดสอบคาสัมประสทิธ์ิสหสัมพนัธของตัวแปรแตละคู 
Diterminant  จะแสดงคา  determinant  ของเมทริกซสัมประสทิธ์ิสหสมัพันธ 
KMO and Bartlett’s test of sphericity  ถาเลือกทางเลือกนี้ผลลัพธจะแสดงคา  KMO  และ 
Bartlett’s test  ซึ่งมีความหมายดงันี ้

KMO  (Kaiser-Meyer-Olkin)  ซึ่งเปนคาที่ใชวดัความเหมาะสมของขอมูลตัวอยางที่จะ 
นํามาวเิคราะหโดยเทคนิค  Factor Analysis  โดยที่ 

( ) ∑ + ∑ 
∑ =  2 2 

i 

2 
i 

n correlatio partial r 
r KMO 

r = คาสัมประสิทธ์ิสหสัมพนัธซึ่งทําใหคา  0  ≤ KMO≤ 1 
ถาคา  KMO  มีคานอย  (เขาสูศูนย)  แสดงวาเทคนิค  Factor Analysis  ไมเหมาะสมกับ 
ขอมูลที่มีอยู 
ถาคา  KMO  มีคามาก  (เขาสูหนึ่ง)  แสดงวาเทคนิค  Factor Analysis  เหมาะสมกับ 
ขอมูลที่มีอยู 
โดยทั่วไปถาคา  KMO < .5  จะถือวา  ขอมูลที่มีอยูไมเหมาะสมที่จะใชเทคนิค  Factor 
Analysis 

Bartlett’s Test of sphericity  เปนคาสถิตทิี่ใชทดสอบสมมติฐาน 
0 H  : Correlation matrix เปน  Identity matrix  หรือ 

1 H  :  ตัวแปรตาง ๆ  ไมมีความสมัพันธกัน 
ดังนั้นถายอมรับ  0 H  แสดงวาตัวแปรไมมีความสมัพันธกัน  จึงไมควรใช  Factor 

Analysis 
Inverse  จะแสดงคา  inverse  ของ  Correlation matrix 
Reproduced  แสดง  Matrix  ของ  reproduced correlations  และคา  residual 
Anti-image  จะแสดง  anti-inage covariance  และ  correlation matrix 

เลือกปุม  Extraction …  จะปรากฏหนาตาง
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ภาพประกอบ  4 
ภาพประกอบ  4  ประกอบดวย  5  สวนดังนี ้

สวนที่  1 : Method  เปนการใหเลือกวิธีการสกัดปจจัย  ซึ่งแบงออกเปน  2  วิธีใหญ ๆ คือ 
1.  Principal Component Analysis  (PCA) 

เปนวิธีการสกัดปจจัยที่ไดรบัความนิยมมากทีส่ดุ 
2.  Common Factor Analysis  (CFA) 

เปนเทคนิคที่มีวตัถุประสงคเหมือนเทคนิค  PCA  คือ  จะสราง  Factor  เพื่อลดจํานวนตัว 
แปร  แตหลักเกณฑของ  CFA  จะพยายามทําใหคาแปรปรวนเฉพาะสวนของ  common  factor  มากทีส่ดุ  โดยไม 
พิจารณาถึงคา  Unique  Factor 

เทคนิค  CFA  มเีทคนิคยอย  6  เทคนิคดังนี ้
2.1  Unweighted Least Square 

เปนเทคนิคที่มีวัตถุประสงค  เพ่ือสกัดปจจัย  โดยจะตองกําหนดจํานวนปจจัยไวแนนอน 
กอน  แลวหา  Factor pattern matrix  ที่ทาํใหผลบวกกําลังสองของระยะหางระหวางเมตริกซสมัประสิทธ์ิ 
สหสมัพันธที่คํานวณไดจากขอมูล  กับเมตริกซสมัประสิทธ์ิสหสมัพันธทีส่รางข้ึนใหมใหมีคานอยที่สดุ 

2.2  Generalized Least Square 
มหีลักเกณฑเหมือนวิธี  Unweighted Least Square  แตจะมีการถวงน้ําหนักคา 

สัมประสทิธ์ิสหสมัพันธ  ดวยคาผกผันของ  Uniques  ของตัวแปรน้ัน  นั่นคือจะใหน้ําหนักแกตัวแปรที่มีคา 
Unique  สูงนอยกวาตัวแปรทีม่ีคา  unique  ต่ํา 

2.3  Maximum Likelihood Method 
วิธีนี้จะสกัดปจจัยโดยการประมาณคาพารามิเตอรทีท่ําให  เมตริกซสัมประสิทธ์ิ 

สหสมัพันธที่คํานวณได  มีคาใกลกับเมตริกซที่ไดจากขอมูล  โดยมเีง่ือนไขวา  ขอมูลตัวอยางนั้น  (ตัวแปร)  ตองมี 
การแจกแจงแบบ  Multivariate Nomal 

2.4  Alpha Method 
2.5  Image Factoring 

สวนที่  2 : Display  ผูใชสามารถเลือก 
Unrotate factor solution  เมื่อตองการใหแสดงผลลัพธของ  Factor  โดยไมมีการหมุนแกน 
ปจจัย  โดยผลลัพธจะแสดงคา  communality , eigenvalues
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Scree plot  แสดงกราฟคา  eigenvalues  โดยเรียงลําดบัจากมากไปนอย  โดยใช  Factor  ทีห่มุน 
แกนปจจัยแลว 

สวนที่  3 : Extract  ผูใชตองเลือกทางเลือกใดทางเลือกหนึ่งจากทางเลือกตอไปนี ้
Eigenvalues over : โดยผูใชระบุคา  eigenvalues  ที่ตองการใหแสดงเมื่อมากกวาที่กําหนด 
โปรแกรม  SPSS  จะกําหนดเปน  1  ตัวเลขที่ใสใน  box  ดังกลาวจะตองมีคาระหวาง  ศูนย  กับ 
จํานวนตัวแปรที่นํามาวเิคราะห 
Number of factors :  ใหใสเลขจํานวนเตม็บวก  ซึ่งหมายถึง  จํานวน  Factor  ทีต่องการ 

สวนที่  4 : Maximum Iterations for Convergence  เปนการกําหนดจํานวนรอบสงูสดุของการสกัดปจจัย 
โดยโปรแกรม  SPSS  กําหนดเปน  25  รอบ  ผูใชสามารถเปล่ียนได  โดยระบเุปนเลขจํานวนเตม็บวก 

เลือกปุม  Rotation …  จะปรากฏหนาตาง 

ภาพประกอบ  5 
ภาพประกอบ  5  ประกอบดวย  3  สวนดังนี ้

สวนที่  1 : Method  เมื่อสกัดปจจัยไดแลว  จะตองมีการจัดตัวแปรแตละตัววาควรจะอยูในปจจัยใด  โดย 
พิจารณาจากคา  Factor loading  นั่นคือ  ถาคา  Factor loading  ของตัวแปรหนึ่งมีคามาก  (เขาสู ±1)  ในปจจัยหนึ่ง 
และมีคานอย  (เขาสู  ศูนย)  ในปจจัยอ่ืน ๆ  จะจัดตัวแปรน้ันอยูในปจจัยทีท่ําใหคา  Factor loading  มาก  แตถาคา 
Factor loading  มีคากลาง ๆ  ไมชดัเจนวาควรจัดตัวแปรอยูใน  Factor  ใดก็ตองมีการหมุนแกนปจจัย  เพื่อเปล่ียน 
เมตริกซ  ทําใหคา  Factor loading  มีคามากสําหรบัปจจัยใดปจจัยหนึ่งเทานัน้  จึงสามารถจัดตัวแปรตาง ๆ วาควร 
อยูในปจจัยใด  วิธีการหมุนแกนปจจัยมี  2  วิธีใหญ ๆ  คือ 

Orthogonal Rotation 
เปนการหมนุแกนปจจัยที่ยังคงทําใหปจจัยยังคงตั้งฉากกัน  หรือปจจัยตาง ๆ ยังคงเปนอิสระ 
กัน  โดยมีวิธียอยหลายวิธีดังนี้ 
1.1  Varimax  เปนเทคนิคที่ทําใหมีจํานวนตัวแปรที่นอยที่สดุ  มีคา  Factor loading  มากใน 

แตละปจจัย  จึงเปนวิธีที่นิยมใชมากที่สดุ 
1.2  Quartimax  เปนวิธีทีห่มนุแกนปจจัย  โดยจะพยายามทําใหมีจํานวนปจจัยนอยที่สดุ  ใน 

การอธิบายตัวแปรแตละตัว 
1.3  Equamax  เปนเทคนิคที่ใชเกณฑทั้งของ  Varimax  และ  Quartimax
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Oblique Rotation 
เปนการหมนุแกนที่  เมื่อหมุนแลวปจจัยอาจจะไมตั้งฉากกัน  หรือปจจัย  ไมเปนอิสระกัน 

โดยใน  SPSS  เรียกเปน  Direct Oblimin  และ  Promax 
?  ผูใชจะตองเลือกทางเลือกใดทางเลือกหนึ่งเพียงทางเลือกเดียว  ถาเลือก ¤  None 

แสดงวาไมตองการใหมีการหมนุแกนปจจัย 
สวนที่  2 : Display  ผูใชสามารถเลือกที่จะแสดงคาตาง ๆ ดังนี ้

Rotated solution 
ถาเลือก  Orthogonal Rotation  (Varimax , Quartimax  หรือ  Equamax)  จะแสดง  pattern 
matrix 

ถาเลือก  Directed Oblimin  หรือ  Promax  จะแสดงเมตริกซ  pattern , Structure  และ  Factor 
correlation 

Loading plot(s)  จะแสดงกราฟของปจจัยตาง ๆ ใน  3  dimension  ของ  3  Factor  แรก  แตถามี  2 
Factor  จะแสดงกราฟ  2  dimension 

สวนที่  3 : Maximum Iteration for Convergence  เปนการกําหนดจํานวนรอบสูงสดุของการหมุนแกน 
ปจจัยเพ่ือใหคา  Factor loading  ชดัเจนข้ึน  โปรแกรม  SPSS  กําหนด  default  เปน  25  รอบ  ผูใชสามารถกําหนด 
เลขจํานวนเตม็บวก 

เลือกปุม  Scores …  จะปรากฏหนาตาง 

ภาพประกอบ  6 
ภาพประกอบ  6  เปนการบันทึก  Factor  Score  โดยมี  2  ทางเลือกคือ 

Save as variables 
เมื่อเลือกทางเลือกนี้จะเปนการ  save Factor score  ในรูปของตัวแปรโดยที่  1  Factor  ถือเปน  1  ตัว 
แปร  โดยตารางผลลัพธจะแสดงชื่อ  และ  label  ของตัวแปรใหม  โดยผูใชจะตองเลือกวิธีการคํานวณ 
Factor  score  โดยมีวิธีการคํานวณใหเลือก  3  วิธี  ซึ่งผูใชตองเลือกเพียงทางเลือกเดียว 

Regression  ใชเทคนิค  regression  ในการหาคา  Factor score 
p ip 2 2 i 1 1 i i  Z b ... Z b Z b F  + + + = 

โดยวิธีนี้ใหคาแปรปรวนเทากับ  (สัมประสิทธ์ิสหสมัพันธระหวางคา  Factor score  ทีป่ระมาณ 
ได  กับคา  Factor score  จริง) 2  สวนใหญนิยมใชวิธีนี้ 

Bartlett
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Anderson-Rubin 
Display factor score coefficient matrix  จะแสดงเมตริกซคาสัมประสทิธ์ิของ  Factor score  และ 
Covariance matrix  ของ  Factor score 
เลือกปุม  Options …  จะปรากฏหนาตาง 

ภาพประกอบ  7 
ภาพประกอบ  7  ประกอบดวย  3  สวนดังนี ้

สวนที่  1 : Missing  ผูใชตองเลือกเพียงทางเลือกเดียวจาก 
Exclude case listwise  จะวิเคราะหเฉพาะ  case  ที่มีคาของทุกตัวแปร 
Exclude case pairwise  จะไมรวม  case  ทีม่ี  missing  ของตัวแปรคูใดคูหนึ่ง 
Replace with mean  แทนคา  missing  value  ดวยคาเฉล่ียของตัวแปรนั้น ๆ  และใชทุก  case  ใน 
การวิเคราะหปจจัย 

สวนที่  2 : Coefficient  Display  Format  ผูใชสามารถเลือกที่จะแสดงคาสัมประสทิธ์ิ 
Sorted by size  จะแสดงคา  Factor loading  เรียงตามลําดบั  โดยตัวแปรทีม่ีคา  Factor  loading 
สูง ๆ ในปจจัยเดียวกัน  จะอยูดวยกัน 
Supress absolute values less than o  จะไมแสดงคาสมัประสิทธ์ิสหสมัพันธ  หรือ  Factor 
loading  ที่มีคานอยกวาที่ระบุ  โดยคาที่จะระบุมีคา  0  ถึง  1 

ตัวอยางการใช  SPSS for windows  ในการจําแนกกลุมตัวแปรดวย  Factor Analysis 

ตัวอยาง  สมมติวาผูวิจยตองการศึกษาพฤติกรรมของผูทานอาหารในราน  KFC  โดยสนใจที่จะศึกษาตัว 
แปรตอไปนี้วาสามารถจัดกลุมตัวแปรไดอยางไร 
NO  เลขที่  AGE  อายุ 
INCOME  รายได/รายรับตอเดือน  EXPENSE  คาใชจายทั้งหมดตอเดือน 
WEIGHT  น้ําหนักลูกคา  FREQUENT  จํานวนครั้งที่ซื้อตอเดือน 
NOR_PIEC  จํานวนชิ้นทีซ่ื้อปกติ  MAX_PIEC  จํานวนชิ้นทีเ่คยซื้อมากที่สดุ 
NOR_TIME  ระยะเวลาที่อยูในรานโดยเฉล่ีย  MAX_TIME  ระยะเวลาที่เคยอยูในรานนานทีส่ดุ 
TOTAL_EX  จํานวนเงินที่ใชโดยเฉล่ียตอครั้ง 
ขอมูลสมมติมดีงันี้
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NO  AGE  INCOME  EXPENSE  WEIGHT  FREQUENT  NOR_PIEC  MAX_PIEC  NOR_TIME  MAX_TIME  TOTAL_EX 
01  25  8500  7000  55  10  2  5  20  45  120 
02  17  5000  4500  45  8  2  4  15  30  80 
03  40  15000  10000  60  12  3  5  17  50  150 
04  20  9000  8000  50  13  2  4  18  28  140 
05  22  60000  3000  35  5  2  2  20  40  80 
06  21  7500  6000  47  8  3  3  25  30  100 
07  13  3000  2500  39  12  2  3  30  50  90 
08  19  4500  4000  50  20  2  2  30  30  100 
09  23  6000  4500  38  9  3  4  25  40  140 
10  28  12000  8000  70  9  3  5  20  45  180 
11  19  8500  7000  40  7  2  2  15  25  100 
12  19  5000  4500  40  10  2  4  15  25  90 
13  40  15000  10000  60  12  3  5  17  50  150 
14  20  6000  3000  30  5  2  2  10  20  90 
15  19  5000  3000  45  11  3  4  20  40  100 
16  21  7000  6000  50  10  3  4  10  60  120 
17  17  8000  7000  30  3  1  2  10  15  80 
18  18  4500  4000  50  9  2  3  10  30  110 
19  22  6900  4500  40  8  2  4  20  40  110 
20  28  13000  8000  60  9  3  5  20  45  180 

Analyze  ð  Data Reduction  ð  Factor … 

ภาพประกอบ  8 
จะปรากฏหนาตาง
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ภาพประกอบ  9 

จากภาพประกอบ  9 
เลือกตัวแปรทุกตัวยกเวน  no  ใสใน  box  ของ  Variables 
เลือกปุม  Descriptives … 

ในสวนของ  Statistics  เลือก 
þ  Univariae descriptives 
þ  Initial solution 

ในสวนของ  Correlation  เลือก 
þ  Coefficients 
þ  KMO  and  Bartlett’s  test  of  sphericity 

เลือกปุม  Extraction … 
ในสวนของ  Method  เลือกวิธี  Principal Components 
ในสวนของ  Display  เลือก 

þ  Unrotated factor solution 
þ  Scree plot 

เลือกปุม  Rotation … 
ในสวนของ  Method  เลือก ¤  Vatimax 
ในสวนของ  Display  เลือก 

þ  Rotated solution 
þ  Loading plot  (s) 

เลือกปุม  Scores … 
เลือก þ  Save as Variables 
ในสวนของ  Method  เลือก ¤  Regression 

เลือกปุม  Option … 
ในสวนของ  Coefficient Distpay Format  เลือก 

þ  Sorted by Size
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þ  Suppress absolute values less than  และใส  0.2  ลงใน  box 
จะไดผลลัพธดังตอนี้ 

Factor  Analysis 
ตารางที่  1  Descriptive Atatistics 

ความหมายของผลลัพธตารางที่  1  Descriptive Atatistics 
จากขอมูลตัวอยาง  20  ราย  แสดงคาเฉล่ีย  และคาเบี่ยงเบนมาตรฐานของตัวแปรทั้ง  10  ตัว  เชน  ตัวแปร 

AGE หรือ  อายุเฉล่ียของผูทานอาหารในราน  KFC  เปน  22.55  คาเบี่ยงเบนมาตรฐานเปน  6.947 

ตารางที่  2  Correlation Matrix 

ความหมายของผลลัพธตารางที่  2  Correlation Matrix 
คาสัมประสทิธ์ิสหสมัพันธในตารางที่  2  เปนคาสัมประสิทธ์ิสหสมัพันธของ  Pearson  (Pearson 

Correlation)  จะพบวาตัวแปร  INCOME  และ  EXPENSE  มคีวามสัมพันธกันมากทีส่ดุ  (มากกวาตัวแปรคูอื่น ๆ ) 
โดยมีคาสมัประสทิธ์ิสหสมัพันธ  .927  ดังนั้นตัวแปร  INCOME  และ  EXPENSE  ควรอยูใน  Factor  เดียวกัน 

ตารางที่  3  KMO and Bartlett’s Test
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ความหมายของผลลัพธตารางที่  3  KMO and Bartlett’s Test 
Kaiser-Meyer-Olkin  ใชวัดความเหมาะสมของขอมูล  ในการใชเทคนิค  Factor Analysis  ในทีน่ี้ไดคาเปน 
.724  ซึ่งมากกวา  .5  และเขาสู  1  จึงพอสรุปไดวา  ขอมูลที่มีอยูเหมาะสมที่จะใชเทคนิค  Factor Analysis 
Bartlett’s Test of Sphericity  ใชทดสอบสมมติฐาน 

0 H  : ตัวแปรตาง ๆ  (AGE, INCOME, …, TOTAL_EX)  ไมมคีวามสัมพันธกัน 

1 H  : ตัวแปรตาง ๆ  (AGE, INCOME, …, TOTAL_EX) มีความสมัพันธกัน 
สถิตทิดสอบ  จะมีการแจกแจงโดยประมาณแบบ  Chi-Square  = 151.461  ไดคา  Significance = .000 

ซึ่งนอยกวา  .05  จึงปฏเิสธ  0 H  นั่นคือตัวแปร AGE, INCOME, …, TOTAL_EX  มีความสมัพันธกัน  จึงตองใช 
Factor Analysis  วิเคราะหตอไป
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ตารางที่  4  Communalities 

ความหมายของผลลัพธตารางที่  4  Communalities 
จากตาราง  4  จะพบวาสําหรับแตละตัวแปร  จะมีคา  initial communalities  และ  Extraction 
communalities 
Communalities  เปนคาสัดสวนของคาแปรปรวนของตัวแปรท่ีสามารถอธิบายไดโดย  Common 
Factor  (Factor  ท้ังหมด :  F 1 , F 2  , … , F m )  หรือคือคา  (Multiple Correlation) 2  ของตัวแปรกับ 
Factors 

โดยที่  0≤ communality≤ 1 
ถา  communality = 0  แสดงวา  Common  Factor  ไมสามารถอธิบายความผันแปร  (คาแปรปรวน) 
ของตัวแปร  แตถาคา  communality = 1  แสดงวา  Common  Factor  สามารถอธิบายความผันแปรได 
ทั้งหมด 
Initial Communality  จากวิธี  Principal Component  จะกําหนดให  Initial  communality  ของตัว 
แปรทุกตัวเปน  1 
Extraction Communality  เปนคา  communality  ของตัวแปรหลังจากที่ไดสกัดปจจัยแลว  จะพบวา 
คา  Extraction communality  ของตัวแปร  NOR_PICE  มีคาต่ําสดุ  = .627  แตก็ยังไมต่ํามาก  นาจะ 
สามารถจัดอยูใน  Factor  ใด  Factor  หนึ่งไดชดัเจน
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ตารางที่  5  Total Variance Explained 

ความหมายของผลลัพธตารางที่  5  Total Variance Explained 
ตารางที่  5  แสดงคาสถิติสําหรบัแตละ  Factor  ทัง้กอนและหลังการสกัดปจจัย  โดยวิธี  Principle 

Component  ในการสกัดปจจัย  ซึ่งมีรายละเอียดดังนี ้

ผลลัพธ  ความหมาย 
Component  หมายถึง  Factor  หรือปจจัย  โดยทั่วไปจะสกัดใหมีจํานวนปจจัย  = 
จํานวนตัวแปร  ในตัวอยางนี้มี  10  ตัวแปร  จึงมี  10  ปจจัยหรอื  10  Commponent 

Total 
Eigenvalues  หมายถึง  คาความผันแปร  หรือความแปรปรวนทั้งหมดในตัวแปรเดมิที่ 
สามารถอธิบายไดโดย  Factor  หรือ  Eigenvalue  คือ  ผลบวกคาของ  Factor  loading 
ยกกําลังสอง  ของแตละตัวแปรใน  Factor  หนึ่ง ๆ 
ดังนั้นจะไมพิจารณา  Factor  ทีม่ีคา  Eigenvalue  นอยกวา  1  จะพบวามเีพียง  Factor 
หรือ  Component  ที่  1  และ  2  เทานั้นที่มีคา  Eigenvalue  มากกวา  1  จึงควรมีเพียง  2 
Factor  เทานั้น 

%  of  Variance 
หมายถึง  เปอรเซ็นตที่แตละ  Factor  สามารถอธิบายความผันแปรได 
เนื่องจากเดมิมตีัวแปร  10  ตัว  และจากตารางที่  4  จะพบวาแตละตัวมีคา  Communality 
เริ่มตนเปน  1  เสมอ  จึงมีความผันแปรทั้งหมด  = 10  เชน 

-  %  of  Variance  ของ  Factor  ที่  1  = (5.538/10)*100 = 55.38 % 
หมายถึง  Factor  ที่ 1 สามารถอธิบายความผนัแปรทั้งหมดได 55.38 % 

1 

1  2  3  4 

2
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ผลลัพธ  ความหมาย 
-  %  of  Variance  ของ  Factor  ที่  2  = (1.878/10)*100 = 18.78 % 

หมายถึง  Factor  ที่  2  สามารถอธิบายความผันแปรของขอมูลได  18.78 % 
-  %  of  Variance  ของ  Factor  ที่  3  = (.849/10)*100 = 8.49 % 

หมายถึง  Factor  ที่  3  สามารถอธิบายความผันแปรของขอมูลได  8.49  % 
-  … 
-  %  of  Variance  ของ  Factor  ที่  10  = (.01647/10)*100 = .1647 % 

หมายถึง  Factor  ที่  9  สามารถอธิบายความผันแปรของขอมูลได  .1647 % 
Comulative  % 

หมายถึง  ผลบวกสะสมของ  %  of  Variance 
-  %  of  Cumulative  ของ  2  Factor  แรก = 55.38 + 18.78 = 74.16 

หมายถึง  Factor  ที่  1-2  อธิบายคาแปรปรวนของตัวแปรทัง้  10  ตัวได 
74.16 % 

Extraction Sums of Squared Loadings 
โดยวิธี  Principal component  คา  Initial Eigenvalue ใน            และคา  Extraction 
Sums  of  Squared  Loadings  จะเทากัน  และจะแสดงเฉพาะ  Factor  ทีม่ีคา  Eigenvalue 
มากกวา  1 

Rotation  Sums  of  Squared Loadings 
จะใหคา  Eigenvalue,  % of  Variance  และ  Cumulative  %  ของ  Factor  ตางๆ  เมื่อทํา 
การหมุนแกนปจจัยไปในลักษณะที่ปจจัยตาง ๆ ยังคงตัง้ฉากกัน  หรือเปนอิสระกัน  ใน 
ตัวอยางนี้เลือกวิธี  Varimax  เปนวิธีหมุนแกนปจจัย 
จะพบวาคา  Eigenvalue,  % of Variance  ของ  Factor  ที่  1 เมือ่หมุนแกน  นอยกวาเมื่อ 
ยังไมไดหมุนแกนใน        หรือ         ในขณะที่ของ  Factor  ที่  2  มีคามากกวาของ 
Factor  ที่  1  แต  Cumulative  ของทั้ง  2  Factor  ยังคงเทาเดมิ 

สรุปผลลัพธตารางที่  5 
1.  จะพบวาควรมี  Factor  เพียง  2  Factor  เนื่องจาก  เฉพาะ  2  Factor  แรกเทานั้นทีม่ีคา  Eigenvalue 

มากกวา  1 
2.  Factor  ที่สาํคัญที่สดุคือ  Factor  ที่  1  เนื่องจากอธิบายหรือดึงความแปรปรวนของขอมูลไดมากที่สดุ 

ในตัวอยางนี้ไดถึง  55.38 %  สวน  Factor  ที่  2  จะสําคัญรองลงมา 
3.  โปรแกรม  SPSS  จะกําหนดใหหาคาใน          และ         เฉพาะ  Factor  ทีม่ีคา  Eigenvalues  เกิน  1 

ถาตัวแปรทุกตัว  (10  ตัว)  เปนอิสระกัน  จะมี  10  Factor  หรือ  10  Component  โดยที่แตละตัวมีคาแปรปรวน  = 
1 

2  3 

3 
2 

4 

3 2 

2
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4.  ในทางปฏบิตัิเมื่อใชขอมูลที่เกิดข้ึนจริงมักจะพบวามบีาง  Factor  ทีม่ีคา  Eigenvalue  ใกล  1  ทําใหผู 
วิเคราะหตองตดัสินใจวาควรมีกี่  Factor 

ภาพประกอบ  11 : Scree Plot 

ความหมายของผลลัพธรูปที่  11 : Scree Plot 
Scree Plot  เปนกราฟที่พล็อตคา  Eigenvalue  ของแตละ  Factor  โดยเรียงจากมากไปนอยใชในการ 

พิจารณาวาควรมีก่ี  Factor  โดยพิจารณาจากคา  Eigenvalue  ทีล่ดลงอยางรวดเร็ว  ในทีน่ี้อาจจะพิจารณาวามี  2 
Factor  เนื่องจากคา  Eigenvalue  ของ  Factor  ทั้งสองมี Eigenvalue  มากกวา  1 

ตารางที่  6  Component  Matrix a 

ความหมายของผลลัพธตารางที่  6  : Component  Matrix 
•  คาในตารางที่  6  เปนสมัประสิทธ์ิ  หรือที่เรียกกันวา  Factor  loading  เปนคาที่แสดงความสัมพันธ 

ของตัวแปรกับ  Factor  ทั้ง  2  Factor  โดยที่ยังไมมีการหมุนแกนปจจัย  ในตัวอยางนี้ในเทคนิค  Principal 
Component  Analysis  ซึ่งทําให  Factor  ตั้งฉากกัน  หรือเปนอิสระกัน  ซึ่งทําใหคา  Factor  loading  เปนคา 
สัมประสทิธ์ิสหสมัพันธของตัวแปรกับ  Factor
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•  คาสัมประสทิธ์ิสหสมัพันธระหวางตัวแปร  INCOME  กับ  Factor ที่  1  เปน  .902  ในขณะที่คา 
สัมประสทิธ์ิสหสมัพันธระหวางตัวแปร  INCOME  กับ  Factor ที่  2  มีคานอยกวา  .2  จึงไมแสดงคา  จึงสามารถ 
สรุปไดวา  ตัวแปร  INCOME  สัมพันธกับ  Factor  ที่  1  มาก  จึงควรจัดตัวแปร  ABSORB  ใหอยูใน  Factor  ที่  1 

สรุปการจัดตัวแปรวาควรอยูใน  Factor  ใด 
การพิจารณาวาตัวแปรใดควรอยูใน  Factor  ใดนั้นจะพิจารณาจากคา  Factor  loading  ถาคา  Factor 

loading  ของตัวแปรใน  Factor  ใดมีคามาก  (เขาสู  +1  หรือ  -1)  และของ  Factor  อื่นๆ มีคา  Factor  loading  ต่ํา 
(เขาสูศูนย)  จะจัดตัวแปรใหอยูใน  Factor  ทีม่ีคา  Factor  loading  สูง  แตถาคา  Factor  loading  ใน  Factor  ตางๆ 
แตกตางกันไมชดัเจน  ทาํใหไมสามารถจัดตัวแปรได  ควรทําการหมนุแกนปจจัย  โดยในทีน่ี้เลือกหมุนแบบยังคง 
ให  Factor  ทั้ง  2  ตัง้ฉากกัน  หรือเปนอิสระกันไดผลลัพธในตารางที่  7  ตารางที่  7  Rotation 
Component  Matrix a 

ความหมายของผลลัพธตารางที่  7  : Rotation  Component  Matrix 
คาในตารางที่  7  เปนคา  Factor  loading  เมื่อมีการหมุนแกนปจจัยโดยวิธี  Varimax  จะพบวาคา  Factor 

loading  เปล่ียนแปลงไปเมื่อเทียบกับคา  Factor  loading  เมื่อยังไมมีการหมุนแกนแลวทําใหคา  Factor  loading 
ของบาง  Factor  มีคามากเมื่อเทียบกับของ  Factor  อ่ืนๆ  ในทีน่ี้ควรจัดให 

Factor  ที่  1  ประกอบดวยตัวแปร  7  ตัวแปรคือ  INCOME,  AGE,  EXPENSE,  MAX_PIEC, 
NOR_PIEC,  TOTAL_EX,  WEIGHT 

Factor  ที่  2  ประกอบดวยตัวแปร  3  ตัวแปรคือ  FREQUENT,  MAX_TIME,  NOR_TIME 
และจากผลลัพธ  ในตาราง  ที่  5  สรุปไดวา  Factor  ทั้ง  2  อธิบายความแปรปรวนของตัวแปร 

ได  74.154  %  Factor  ที่  1  อธิบายได  51.926%  และ  Factor  ที่  2  ได  22.229 % 
ตารางที่  8 : Component  Transformation Matrix 

4
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ความหมายของผลลัพธตารางที่  8  Component  Transformation Matrix 
ตารางที่  8  เปนคา  Rotation  matrix  ที่ใชในการหมุนแกนปจจัยเพ่ือเปล่ียนคา  loading  factor  ใน 

ตารางที่  6  เปนคา  Factor  loading  ใหมในตารางที่  7  โดยการหมุนแกนใชวิธี  Varimax 

ภาพประกอบ  12 : Component Plot in Rotated Space 

ความหมายของภาพประกอบที่  12 : Component Plot in Rotated Space 
รูปที่  12  แสดงคา  Factor  loading  ของแตละ  Factor  ถา  Factor  สามารถแทนตัวแปรตางๆ  ไดดี 

ตัวแปรจะตองอยูที่ปลายแขน  (มีคา  Factor  loading  มาก)  ถามตีัวแปรอยูใกลจุด  Intersection  (จุด (0,0,0))  แสดง 
วาตัวแปรเหลานั้นไมสัมพันธกับ  Factor  ใดเลย 

ในที่นี้ตัวแปรทั้ง  10  ตัวอยูที่ปลายแขน  จึงจดัตัวแปรใหอยูใน  Factor  ตางๆ  ได  หรือตัวแปรที่อยู 
ใน  Factor  เดียวกันมีความสมัพันธกันมาก 

การคํานวณหา  Factor  Score 
จากตัวแปร  10  ตัวสามารถจัดใหเหลือเพียง  2  Factor  เทากับเปนการลดตัวแปรจาก  10  ตัว  เหลือ 

2  ตัวแปร  นั่นคือถือวา  Factor  เปนตัวแปรใหม  โปรแกรม  SPSS  จะคํานวณคาตัวแปร  หรือ  Factor  ทั้ง  2  ให 
โดยชื่อวา  fac1_1 และ  fac2_1  โดยชื่อ 

fac1_1  มีความหมายดงันี้  1  ตัวแรก  หมายถึง  Factor  ที่  1  และเลข  1  ตัวที่  2  หมายถึงการ 
วิเคราะหคร้ังที่  1
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fac2_1  หมายถึง  Factor  ที่  2  ของการวิเคราะหครั้งที่  1 
เนื่องจากผูใชอาจจะทําการวิเคราะหหลายคร้ังตอเนื่องกัน  จึงตองมีหมายเลขแสดงครั้งทีท่ําการ 

วิเคราะหตอทาย 
สําหรับคา  Factor  score  ไดจากสมการ 

F ik  =  W i1 Z 1k + W i2 Z 2k + … + W ip Z pk  ; k = 1, 2, …, n 
i = 1, 2, …, m 

โดยที่  Z jk  เปนคาตัวแปรตัวที่  j  ที่  Standardized  แลวของ  case  ที่  k 
n    =  จํานวนขอมูล,  m    =  จํานวน  Factor 
W ij  =  คาสัมประสทิธ์ิ  หรือ  loading  factor  ของตัวแปรที่  j  ใน 

Factor  ที่  I 
F ik =  Factor  score  ของ  Factor  ที่  i  ของ  case  ที่  k 

สําหรับคา  Factor  score  ของ  Factor  1-3  แสดงในรูปที่  13 

ภาพประกอบ  13 : แสดงคาของตัวแปร  fac1_1  และ  fac2_1 
การนํา  Factor  score  ไปใช 
1.  เนื่องจากแตละตัว  Factor  เปนตัวแปรตัวหนึ่ง  จึงสามารถนํา  fac1_1  และ  fac2_1  ไปทาํการ 

วิเคราะหขอมูลตอไป  เชน  ทดสอบสมมติฐาน 
2.  ใชคา  Factor  score  ในการเปรียบเทียบประสทิธิภาพ  เชน  ถาตองการเปรียบเทียบ 

ประสทิธิภาพของพนักงานในบริษทั  ซึ่งมี  100  คน  ถือวา  พนักงาน  1  คน  เปน  1  case  ตัว 
แปร  หรือขอมูลของพนักงานแตละคน  อาจประกอบดวย  อายุ,  เพศ,  ระดับการศึกษา, 
ระยะเวลาที่ทํางานกับบริษทั,  ผลงาน  เชน  ยอดขาย  ถาเปนพนักงานขาย,  รายได  ฯลฯ 
2.1  ทําการ  Standardized  ตัวแปรทุกตัว  เนื่องจากตัวแปรมหีนวยตางกัน
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2.2  ใชคําสั่ง  Analyzeð Data  Reductionð Factor  Analysis …  แลวเลือกวิธีสกัดปจจัยเปนวิธี 
Principal  Component  และ  Rotation  เปน  Orthogonal 

2.3  คํานวณคา  Factor  score 
2.4  เปรียบเทียบ  Factor  score  ของ  Factor  ที่  1  case  ใด  หรือพนักงานคนใดมีคา  Factor 

score  เปนบวกมากทีส่ดุ  แสดงวามปีระสทิธิภาพดทีีส่ดุ 
2.5  ใหเรียงลําดับคา  Factor  score  ของ  Factor  ที่  1  จากคามากไปนอย  จะเปนการเรียงลําดับ 

พนักงานตามประสทิธิภาพ
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